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Abstract

BabelDr is a medical speech to speech
translator, where the doctor has to approve
the sentence that will be translated for the
patient before translation; this step is done
using monolingual backtranslation, which
converts the speech recognition result into
a core sentence. In this work, we model
this step as a simplification task and pro-
pose to use neural networks to perform the
backtranslation by generating and choos-
ing the best core sentence. Results of a
task-based evaluation show that neural net-
works outperform previous versions of the
system.

1 Introduction

BabelDr1 is a joint project between the Faculty of
Translation and Interpreting of the University of
Geneva and Geneva University Hospitals (HUG)
(Bouillon et al., 2017; Boujon et al., 2017).

The aim of the project is to build a speech to
speech translation system for emergency settings
which meets three criteria: reliability, data security
and portability to low-resourced target languages
relevant for the HUG. To ensure reliability, the sys-
tem is based on a set of manually pre-translated
sentences (around 30’000 core sentences) defined
with the help of doctors and classified by anatomic
domains (e.g. head, chest, abdomen, etc.). The
basic idea is that the doctor can speak freely and

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1More information available at https://babeldr.unige.ch/

the system will map the recognised utterance to the
closest core sentence.

The translation from source recognition result
to target language is done in two steps: 1) map-
ping of the source recognition result to a core sen-
tence (backtranslation, Gao et al., 2006; Seligman
and Dillinger, 2013) and 2) look-up of the (human)
translation of the core sentence for the relevant tar-
get language.

Backtranslation is therefore an essential step in
this type of architecture (see also Ehsani et al.,
2008; Seligman and Dillinger, 2013). The doctor
has to approve the backtranslation of his utterance,
ensuring awareness of the exact meaning of the
translation produced for the patient. Backtransla-
tion can also be considered as a type of simplifica-
tion task (Cardon, 2018). It translates the doctor’s
questions for the layman, reducing the vocabulary
by 40%, removing medical jargon and making the
meaning explicit both for the human translator and
the patient. The following are examples of such
lexical, syntactic and semantic simplification pro-
cesses:

• Recognition result: c’est chaud (it is warm)
→ Backtranslation: la peau est-elle chaude ?
(is the skin warm?)

• Recognition result: où est-ce que se trouve la
douleur (where is the pain) → Backtransla-
tion: pouvez-vous me montrer avec le doigt
où est la douleur ? (can you show with your
finger where the pain is?)

• Recognition result: avez-vous un hématome
(do you have a hematoma) → Backtransla-
tion: avez-vous un bleu ? (do you have a
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bruise?)

In the current version of the system, backtransla-
tion is performed by rule-based methods and meth-
ods borrowed from information retrieval. In this
paper, we investigate a backtranslation approach
using neural machine translation (NMT) trained on
the data generated from the existing grammar. Our
aim is to see whether it is possible to bootstrap the
NMT from the rule-based system and how it will
perform in comparison with the existing strategies
used in BabelDr.

Section 2 describes BabelDr and the different
strategies used for backtranslation in the current
system. We then explain how NMT was derived
from the grammar to create different neural net-
work versions (Section 3). Section 4 describes the
task-based evaluation and Section 5 presents the
results.

2 BabelDr versions

The current BabelDr application used at the HUG
translates from French to Arabic, Albanian, Farsi,
Spanish, Tigrinya and French Swiss Sign Lan-
guage. It is a hybrid system which combines rule-
based and tf-idf methods for backtranslation. In
this section we describe these different methods
and the system versions used in our study.

2.1 Version 1 - rule-based version
The rule-based version of the system relies on
a manually written grammar, using a formalism
based on Synchronous CFG (SCFG, Aho and Ull-
man, 1969). The grammar consists of a set of
rules defining source language variation patterns
which are mapped to core sentences (Gerlach et al.,
2018). This grammar is compiled into a language
model which can be used by Nuance2 for speech
recognition and parsing to core sentences. While
this rule based approach works well for in cover-
age (IC) spoken utterances, i.e. utterances that are
among the variations described in the grammar, it
often fails for out-of-coverage (OOC) ones. For
the abdominal domain (one out of 13 diagnostic
domains), the grammar currently contains 1’797
rules which map 4’082 core sentences to 488 mil-
lion variations.

2.2 Version 2 - tf-idf/DP version
The second version of the system uses a large
vocabulary speech recogniser (Nuance Transcrip-
2https://www.nuance.com

tion Engine) customised with data derived from
the grammar. It then applies an approach based
on tf-idf indexing and dynamic programming (DP)
to match the recognition result to a core sentence
(Rayner et al., 2017). This version is better suited
for processing of OOC utterances, but remains im-
perfect, in particular because it relies on a bag of
words approach.

2.3 Version 3 - hybrid version

The third version of the system, which is the cur-
rently deployed version, combines the rule-based
method (Version 1) with the tf-idf/DP approach
(Version 2) in order to benefit from the precision
of the rules on IC sentences while ensuring robust-
ness on OOC data. The results from the two meth-
ods are combined as follows: when the rule based
recogniser confidence score is over a given thresh-
old, Version 1 is used; when it is below the thresh-
old, suggesting poor recognition, the tf-idf/DP re-
sult is used instead.

In the next sections we describe how we used
NMT for backtranslation and present the exper-
iments carried out to compare the different ap-
proaches.

3 NMT for backtranslation

As mentioned, backtranslation is seen here as a
translation to a simplified language, where many
variations of the same source sentence are trans-
lated into a predefined easy-to-understand core
sentence. Even if simplification is a well studied
process, only few studies apply machine transla-
tion and NMT (Wang et al., 2016). The main rea-
son is the lack of aligned corpora as mentioned
in (Suter et al., 2016), in particular in the medi-
cal domain and for French (Cardon, 2018). In this
study, we propose to use data generated from the
grammar to construct an aligned corpus and train a
NMT system. The backtranslation is performed by
NMT and the final result is chosen among the N-
Best translations according to a heuristic (Section
3.3). In the next sections, we describe the gener-
ated corpus, explain how we trained the NMT sys-
tem and introduce two BabelDr versions based on
NMT.

3.1 Data set

For this experiment, we used the data generated
from an early version of the SCFG, described
in (Rayner et al., 2017). It consists of 221’819
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Source variation Backtranslation
votre ventre fait mal ? avez-vous mal au ventre ?

(do you have stomach pain?)
la douleur au ventre diminue-t-elle quand

ça vous soulage de rester couché vous restez couché ?
(does the stomach pain decrease when you
lie down?)

avez-vous des antécédents chirurgicaux avez-vous eu une opération du ventre ?
au niveau de l’abdomen ? (have you had abdominal surgery?)
est ce que vous pourriez me montrer votre pouvez-vous me montrer la carte d’assurance ?
carte d’assuré ? (could you show me your insurance card?

Table 1: Examples of aligned sentences derived from rules (source variations-backtranslation).

sentences from the abdominal diagnostic domain
mapped to 2’517 different core sentences. Table 1
illustrates examples of the data.

Since we are interested in evaluating the com-
plete set of core sentences, development and test
data follow the same distribution as the training
data, i.e. each subset contains an equal propor-
tion of core sentences. Tables 2 and 3 summarise
the number of sentences, tokens and vocabulary
for each subset, for source variations and core sen-
tences (target) respectively.

Subset #sentences #tokens #vocabulary
Train 199k 2M 2132
Dev 12k 124k 1581
Test 10k 103k 1478

Table 2: Number of sentences, tokens and vocabulary for
source variations.

Subset #sentences #tokens #vocabulary
Train 199k 1.5M 880
Dev 12k 99k 838
Test 10k 82k 829

Table 3: Number of sentences, tokens and vocabulary for
core sentences (target).

The source sentences have been lower cased
and tokenized; then, Byte-pair encoding (Sennrich,
2016) was trained on the training data set and ap-
plied to training, development and test data.

3.2 NMT configuration

We used OpenNMT-tf (Klein et al., 2017, Open-
NMT,) for training and decoding. OpenNMT is a
framework mainly focused at developing encoder-
decoder architectures.

As we can consider our task a low resource
NMT (2M tokens in training data, Zoph et al.,
2016), we had two alternatives to tackle this task:
1) follow (Zoph et al., 2016) and apply transfer
learning or 2) choose an appropriate neural archi-
tecture in terms of size. We find 2) a better alterna-
tive because of the lack of medical corpora suitable
for this application.

Transformer (Vaswani et al., 2017) is the state-
of-art in most NMT tasks, but it is better suited
to learn in high-resource conditions (Tran et al.,
2018). Therefore, we decided to compare Trans-
former performance with an encoder-decoder ar-
chitecture based on recurrent neural networks
(RNN) (Kalchbrenner and Blunsom, 2013; Bah-
danau et al., 2014; Loung et al., 2015).

Transformer: The model is composed of a 512
embedding size in the encoder and decoder. The
architecture is described in (Vaswani et al., 2017).
The parameters used were the default for this
model3.

RNN: The model is composed of 512 embed-
ding size in the encoder and decoder. Encoder
and decoder are each composed of two LSTM
(Hochreiter et al., 2006) with an attention mech-
anism on the decoder side (Bahdanau et al., 2014;
Loung et al., 2015). The model was trained with a
dropout rate of 0.3 and a batch size of 64 examples.

Both models use early stopping in order to re-
duce the number of training steps by monitor-
ing the performance on the development set. All
the models are trained using ADAM optimiser
(Kingma and Ba, 2014). The parameters were
averaged from the last 10 checkpoints for each
model.
3http://opennmt.net/OpenNMT-tf/model.html#catalog
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Speech rec. result Avez-vous des animaux
1-best NMT travaillez-vous avec des animaux ? (is core sentence = true)
2-best NMT avez-vous des animaux ? (is core sentence = false)
Result travaillez-vous avec des animaux ?

Figure 1: Example of utterance where the 1-best NMT result is a core sentence and is therefore chosen as final result

Speech rec. result Avez-vous des nausées les vomissements
1-best NMT vomissez-vous des boissons alcoolisées ? (is core sentence = false)
2-best NMT vomissez-vous des nausées ? (is core sentence = false)
Closest core to 1-best buvez-vous des boissons alcoolisées tous les jours ? (0.43)
Closest core to 2-best avez-vous des nausées ? (0.84)
Result avez-vous des nausées ?

Figure 2: Example of utterance where neither of the NMT results is a core sentence and final result is selected based on cosine
similarity.

3.3 N-Best sentence

The model was configured to generate n candidates
(n = 1, 2, 3 for this experiment); the best can-
didate is selected by keeping the first one which
matches a core sentence. This case is illustrated
in Figure 1. If none of the candidates are core
sentences, the word embedding similarity selection
heuristic from STS 2016 (see Agirre et al., 2016)
is used to find the closest core sentence. In order
to find the closest sentence, sentence embeddings
(Arora et al., 2016) are computed using word em-
beddings learned by the decoder. Afterwards, the
candidates (i.e. the n results generated by NMT)
are embedded to the same continuous space and
cosine similarity is calculated to choose the clos-
est core sentence. Figure 2 illustrates this case.

3.4 NMT Evaluation

We carried out an automatic evaluation to choose
between the two neural MT architectures, adding
N-Best sentence generation to each model. We
measured system performance on the test data us-
ing two standard metrics: BLEU (Papineni et al.,
2002) and TER (Snover et. al, 2006), as shown in
Table 4.

Model N-Best TER BLEU
1-best 0.8 97.84

RNN 2-best 0.7 99.7
3-best 0.7 99.7
1-best 0.9 97.65

Transformer 2-best 0.8 99.45
3-best 0.8 99.45

Table 4: Comparison between models with N-Best (N=1,2,3)
sentences.

Table 4 shows that there was no significant dif-
ference between the results obtained with Trans-
former and with RNN. An intuitive explanation for
this is that the sentences in our data set are rather
short, with a mean sentence length of 10.37 words,
and thus present no difficulties for the RNN ap-
proach. Furthermore, the amount of training data
might not be suitable for a transformer architecture
(Tran et al., 2018). We also observe that adding the
2nd best sentence improves the performance of the
model while adding a 3rd best does not bring an
improvement.

To carry out the next experiments, we chose
RNN with 2-best sentences.

3.5 BabelDr NMT versions (Version 4 and 5)
Two new versions of BabelDr were built based on
the neural architecture described in previous Sec-
tions.

Version 4: uses the same large vocabulary
speech recogniser as Version 2, but instead of an
approach based on tf-idf and dynamic program-
ming (DP), it is based on a neural approach.

Version 5: is hybrid, following the same princi-
ple as Version 3 but using NMT instead of tdf-idf
to generate the core sentences when the rule-based
recogniser confidence score is below the threshold.

4 Task-based evaluation

4.1 Motivation
Our main research question is to see if it is possi-
ble to bootstrap a NMT system from the data gen-
erated with the rule-based system. To answer this,
we will focus on the following sub-questions: 1)
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Speech Text
Version IC OOC ALL IC OOC ALL
Version 1 13.9 72.0 31.2 0 100 29.8
Version 2 8.5 48.1 20.4 1.2 43.5 13.8
Version 3 6.4 48.1 18.8 – – –
Version 4 9.3 32.7 16.3 0.8 21.0 6.8
Version 5 6.2 32.2 13.9 – – –

Table 5: SER for IC, OOC and ALL for in domain speech recognition results (Speech) and transcriptions (Text). No text results
are provided for the hybrid versions (3 and 5), since transcriptions are independent from the speech recogniser confidence score
threshold.

will the system be able to generate core sentences,
2) does a non core sentence indicate an out-of-
domain (OOD) utterance, i.e. one that could not
be associated with any of the core sentences, and
3) how will the system perform in comparison with
the currently used approaches. In order to answer
these questions, we used the different versions of
the system (described in Sections 2 and 3.5) to
process utterances collected during diagnostic in-
terviews. These test data are the same as used in
Rayner et al. (2017). Results for system Versions
1-3 are therefore taken from this publication.

4.2 Test Data

The test data are French utterances collected in
an experiment where doctors and medical students
used the system to diagnose two standardised pa-
tients (Bouillon et al., 2017). It includes 10 com-
plete diagnostic interviews by 10 different speak-
ers, for a total of 827 utterances. Each utter-
ance was transcribed and annotated, where pos-
sible, with a corresponding core sentence. We
excluded out-of-domain (OOD) utterances, which
represent 110 items (14%). The remaining data
can be split into IC (503 items), where transcrip-
tions are among the variations described in the
SCFG, and OOC (214 items), where the transcrip-
tions are not among these variations, but match a
core sentence closely enough to be considered syn-
onymous.

4.3 Evaluation criteria

We want to compare the different versions at the
task level, namely how many spoken utterances
will result in a correct translation for the patient.
Since the system relies on human pre-translation
(Section 1), a correct core sentence is equivalent
to a correct translation. We therefore measured
the sentence error rate (SER), defined as the per-
centage of utterances for which the resulting core

sentence is not identical to the annotated correct
core sentence. As input utterances we used the
speech recognition results from the large vocab-
ulary recogniser (speech) and the transcriptions
(text, which simulates the case where recognition
is perfect). This metric and approach allows us to
compare our results with those reported for system
Versions 1-3 in Rayner et al. (2017).

5 Results

In order to answer our first research question, we
calculated the proportion of non core sentences
among the sentences generated by the NMT sys-
tem. Considering all data (IC, OOC and OOD),
these only amount to 2% on 2-Best and 5% on
1-Best. Nearly 50% of these non core sentences
are translations of out of domain utterances. These
results suggest that non core sentence backtrans-
lations could serve as indicator for out of domain
utterances, a fact that could be exploited in the Ba-
belDr application to identify concepts not covered
by the system.

Table 5 presents SER results on test data both on
speech recognition results and on transcriptions.
For spoken data, the NMT model (Version 4) out-
performs all the previous versions on ALL data for
the task, reducing the SER by 4 points in compari-
son with the best of the previous versions. A closer
comparison of the two non-hybrid versions shows
that Version 4 has a slightly higher error rate than
Version 2 on IC utterances (9.3 vs 8.5), while it
has a much lower error rate on OOC utterances
(32.7 vs 48.1). These results could be explained
by the different approaches: since tf-idf matches
words and computes its scores based on grammar
content, it has more chances of finding correct re-
sults for IC utterances than NMT, which generates
a new sentence based on a semantic representation.
On the other hand, NMT is better suited to handle
OOC, since this semantic representation allows it
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to generalise.
As expected, the hybrid NMT version (Version

5) obtains similar performance to Version 4 on
OOC and improves scores on IC data (6.2 vs 9.3),
since as with the previous hybrid system (Ver-
sion 3) the generally reliable high-confidence rule-
based results replace potentially incorrect NMT re-
sults.

When using transcriptions as input, the propor-
tion of errors for NMT is reduced by 9.5 SER
points (16.3 to 6.8 on ALL data for Version 4),
showing the negative impact of speech recognition
errors on the result. A closer look at the data shows
that most errors occur when the speech recognition
result contains 1) words that are not in the training
data, which often happens when words are recog-
nised incorrectly by the large vocabulary recog-
niser, resulting in OOD items, or 2) words that
appear in the grammar but are rare in the training
data.

6 Conclusion

The results of this study show that for this back-
translation task, NMT outperforms previous ver-
sions of the system. It also shows the potential
of NMT and hybrid architectures for simplification
tasks.

For BabelDr, the neural network approach re-
duces the error by 4 SER points on spoken utter-
ances and by 9.5 points on transcriptions, which
simulate perfect speech recognition. Results also
show that this approach has generated core sen-
tences in all but 2% of cases (2-Best), suggesting
that it can learn the simplified language. Non core
sentences mostly indicate OOD utterances.

This study has several limitations. It uses only
a subset of the sentences generated by the SCFG
for training, thus allowing for words present in the
rules, but missing from the training data; this is
subject to further improvements by enlarging the
training corpus.

Another limitation is that for this study we used
an older version of the grammar. The latest ver-
sion of the grammar not only includes more words
(nearly 5000 for abdominal domain), core sen-
tences and variations but also contains ambigu-
ous rules. These rules allow multiple backtrans-
lations for ambiguous utterances, for example est-
elle forte (is it severe?) could translate to la fièvre
est-elle forte (is the fever high?) or la douleur au
ventre est-elle forte ? (is the abdominal pain se-

vere) depending on the context, where context can
be defined as the utterances before, e.g. avez-vous
de la fièvre (do you have a fever?) for the exam-
ple above. Integrating context dependent process-
ing is thus another area for improvement of the
backtranslation process. One possibility for this
could be to use document-level machine transla-
tion (Lesly et al., 2018) or add the context when
translating (Agrawal et al., 2018).

A further aspect worth investigating is the size
of the grammar: the current grammar extensively
describes variations, necessary for grammar-based
speech recognition, yet it is unclear whether such
an extensive grammar is necessary for the gen-
eration of training data for the NMT approach,
or whether a more compact grammar, combined
with the NMT approach in a hybrid system, could
achieve similar performance.

Finally, future work will also include a compari-
son of the NMT approach with state-of-the-art ap-
proaches for semantic text similarity (STS) tasks
(Zhao and Vogel, 2002; Cer et al., 2017; Rychal-
ska et al., 2016).

Despite these limitations, to the best of our
knowledge, it is the first experiment to use NMT
for backtranslation in fixed phrase translators and
to test it on data from real diagnostic interviews.
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